Abstract—This paper presents a supervised learning approach to support the screening of HIV literature. The manual screening of biomedical literature is an important task in the process of systematic reviews. Researchers and curators have the very demanding, time-consuming and error-prone task of manually identifying documents that should be included in a systematic review concerning a specific problem. We developed a supervised learning approach to support screening tasks, by automatically flagging potentially relevant documents from a list retrieved by a literature database search. To overcome the main issues associated with the automatic literature screening task, we evaluated the use of data sampling, feature combinations, and feature selection methods, generating a total of 105 classification models. The models yielding the best results were composed of a Logistic Model Trees classifier, a fairly balanced training set, and feature combination of Bag-Of-Words and MeSH terms. According to our results, the system correctly labels the great majority of relevant documents, making it usable to support HIV systematic reviews to allow researchers to assess a greater number of documents in less time.
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I. INTRODUCTION

Open literature repositories are usually the main source of knowledge used by scientific researchers. Life science and biomedical databases contain a large number of documents, and are rapidly growing reflecting the pace of scientific publications and easy access to online repositories. The screening of scientific literature is typically performed by researchers to identify relevant studies for a given topic and support systematic reviews. PubMed [1], one of the largest open scientific databases, contained over 25 million citations of biomedical literature as of January 2016. Research programs dedicated to study public health generally need to manipulate and analyze large amounts of data to support processes such as systematic reviews of biomedical literature [2]. Following the publication speed of scientific literature, the available literature related to HIV and AIDS research is vast and rapidly increasing. In the year 2000, around 10k HIV related articles were added to PubMed, while over 16k HIV related articles were included in 2014. Querying the PubMed database with the string HIV retrieves over 295k documents, while the query AIDS brings more than 238k documents.

Performing systematic reviews of such volumes of data can be overwhelming for scientific researchers. A detailed description of the systematic review workflow is given in [3]. The initial step of the process is to define the research problem, and to search for eligible literature by querying scientific databases. The next step is to select studies, a task that requires exhaustive screening of a document list that was retrieved by strategic searches made by researchers. The potentially interesting documents retrieved for a given topic are usually numerous. Only after reviewing their abstracts is it possible to determine their potential to be considered relevant for the research topic. This task is a severe bottleneck in the information discovery process. Such a challenging manual task could greatly benefit from an automatic approach to support researchers in the literature triage. Automating literature screening can affect directly the coverage and quality of knowledge discovery in scientific research programs, since the number of documents to be evaluated during the filtering step is commonly very high.

The evaluation of biomedical data is highly relevant to assist the information discovery process in biomedical research (e.g. [4], [5]). In addition, several studies described the usefulness of automating the process of literature handling and screening (e.g. [6]–[8]). Machine learning approaches have been applied to support systematic reviews by performing literature screening (e.g. [9], [10]). In particular, supervised learning approaches can be beneficial for this task, since the use of classification models allows scientists to quickly evaluate many documents, reducing their manual effort. Automatic literature classification also reduces the possibility of missing relevant information, as a system-based screening might be less error-prone than a manual screening [11].

Substantial efforts have been put into extracting and annotating information on life science related documents [12], [13], with the use of natural language processing approaches [14]. The BioCreative initiative [15] represents the current extensive effort in the study of biomedical text classification. Automatic classification of bioliterature was specially evaluated at some of the BioCreative challenges [16], [17]. The tools developed at BioCreative were fairly generic. The systems proposed so far focused more on providing users with off-the-shelf solutions, based on a large set of generic supporting tools for biomedical literature classification tasks, as opposed to tools tailored to meet the particular issues related to automatic screening. This project specifically addresses the problem of bioliterature text classification, and the specific task challenges, by designing a problem-oriented supervised learning model.
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The development of an automatic approach to perform literature screening can pose several challenges. One of the main issues is the underlying distribution of the data. Given a list of documents retrieved by a query search, researchers usually label most of them as excluded, and only a small portion is selected as relevant, and labeled as included. Since only a few documents are considered important, and many are filtered out at this phase, the literature screening task generally handles datasets presenting a class distribution imbalance. A dataset is considered imbalanced when the difference between the number of documents belonging to each class is so severe that it interferes in the machine learning process [18]. The class imbalance introduces noise in the dataset, and affects directly the performance of supervised learning methods. Classification algorithms tend to maximize the overall accuracy, therefore favouring the most frequent class while overlooking the least represented class [19]. Studies on imbalanced learning have evaluated different techniques to overcome the effect of the difference between class distributions (see Section II).

Another challenge related to automatic literature screening is the definition of a relevant feature subset. The use of large datasets in classification tasks results in models with an extensive number of features. Many of these features will likely be noisy or barely discriminative, thus only adding computational cost to the task. Moreover, a highly dimensional classification model may use an excessive number of features, which over-fits the training data, and interferes in the performance of classification algorithms. Feature selection methods are strategies applied in classification models to identify a subset of features that most suits a given task. Feature selection reduces the size of the feature space by keeping only the most relevant features for a specific problem.

In this work, we investigated the use of imbalanced learning strategies and feature selection methods applied to text classification with the goal of supporting HIV literature screening.

II. RELATED WORK

Designing a supervised learning model to support the manual screening of biomedical literature can be challenging. The two main issues related to this task are the imbalanced class distribution in the dataset, and the selection of a relevant subset of features. We studied imbalanced learning and feature selection techniques as methods to overcome these conditions.

A. Imbalanced Learning

A dataset with a realistic class distribution of HIV literature screening presents a strong imbalance between included and excluded class labels. Datasets with imbalanced class distributions are commonly found in a variety of fields such as speech recognition [20], medical diagnosis [21], and fraud and image detection [22].

The class imbalance in the data greatly affects the classifier performance because excluded documents are massively represented in the dataset when compared to the number of documents belonging to the included class. Therefore, the classification model has many more examples of the majority class to learn from, and this introduces a bias in the prediction process. The imbalance dataset issue has been studied, and pointed out as an important issue in supervised learning (e.g. [23], [24]). Various approaches have been proposed in the field to overcome this issue. Cost-sensitive classifiers and data-sampling are the most common methods used. Cost-sensitive methods are implemented at the algorithm level, while sampling methods are implemented at the data level. The strategy used by cost-sensitive classifiers [25] is to lower classification errors in the minority class by intentionally introducing a bias during the learning phase so that classification errors made in the minority class are more costly than errors made in the majority class. Data sampling methods were first presented and discussed by [26] which describes the two most popular sampling strategies: undersampling and oversampling. Oversampling consists of adding documents to the minority class by generating new synthetic documents; whereas, undersampling consists of discarding documents from the majority class. Both techniques are used until a certain class distribution balance is reached.

Maloof [25] and Borrajo et al. [27] pointed out that the performance of sampling is comparable to other state-of-the-art imbalanced strategies, and the method is less restrictive than the cost-sensitive approach [28]. In addition, the fact that sampling is performed as a pre-processing step makes it more flexible than the cost-sensitive approach. Weiss et al. [28] illustrated that by using undersampling methods, time and computational resources required by the learning phase are reduced because less data is handled by the classification algorithm. Undersampling methods outperformed oversampling methods in tasks handling datasets from various domains (e.g. [29], [30]). In addition, undersampling was shown to improve performance in classification tasks using datasets with an imbalanced ratio equal to or more severe than 1:2 [31]. For these reasons, we implemented a progressive undersampling technique to tackle the imbalance class distribution problem that could affect the performance of an automatic approach to support HIV literature screening.

B. Feature Selection

The selection of features is usually performed according to an evaluation metric used to assess the relevance of features. By using feature selection, it is possible to identify a subset of features which are more relevant to a given task, and reduce the size of the feature space in an informed manner. With a smaller and tailored subset of features, the learning phase requires less computational resources, and the classification model reduces the number of noisy or irrelevant attributes. By removing the least discriminative features, the model is also less likely to over-fit the training data. Several feature selection metrics have been proposed in the literature, and evaluated in text classification tasks (e.g. [32], [33]). Among the most popular ones are: Information Gain, Chi-Square test, Term Frequency, Document Frequency, Inverse Document Frequency and Odds Ratio. Comparative studies to evaluate the use of feature selection metrics are not clear about which metric is the most appropriate for text classification problems in general. Therefore, a reasonable choice of feature selection
metric can be made by taking into account the characteristics of the specific classification task. In this work, the Odds Ratio (OR) and Inverse Document Frequency (IDF) were applied as feature selection metrics. Odds Ratio [34] was selected because it evaluates how strongly the occurrence of a feature is associated to a particular document class. The Odds Ratio OR of a term t given a class C can be computed as follows:

\[ OR_{t,C} = \frac{n_{Ct} \cdot n_{\bar{C}t}}{n_{Ct} \cdot n_{\bar{C}t}} \]

where:
- \( n_{Ct} \) is the number of times term t appears in class C
- \( n_C \) is the number of documents in class C
- \( n_{\bar{C}t} \) is the number of documents in class C without term t
- \( n_{Ct} \) is the number of documents with term t, not in class C
- \( n_{\bar{C}} \) is the number of documents without term t, not in class C
- \( n_{\bar{C}} \) is the number of documents not in class C

Inverse Document Frequency [35] was selected because it evaluates the specificity of a given feature. Rarer terms yield higher IDF values, indicating that they are more discriminative. The Inverse Document Frequency (idf_t) of a feature t in a document collection is computed as:

\[ idf_t = \log \frac{N}{df_t} \]

where \( N \) is the number of documents in the collection and \( df_t \) represents the number of documents that contain term t.

III. METHODOLOGY

A. Corpus and Data Sampling

The experiments were conducted on the SHARE corpus (http://www.hivevidence.ca). SHARE is an easy-to-search and regularly updated repository of synthesized research evidence addressing topics related to HIV/AIDS. SHARE includes HIV-relevant systematic reviews and products derived from findings of systematic reviews. Systematic reviews provide a synthesis of individual studies addressing a specific research question. To identify documents to be included in SHARE, curators conduct searches in Medline (http://www.nlm.nih.gov/pubs/factsheets/medline.html), Embase (http://www.elsevier.com/solutions/embase), and the Cochrane Library (http://www.cochranelibrary.com). These searches are periodically updated to ensure that the most recent HIV-relevant syntheses are identified. Two reviewers independently assess all records identified through the searches to determine whether they should be included in SHARE. During the review process, they include any records that address a topic focused on HIV, and are either a systematic review, an overview of systematic reviews, a policy brief, a treatment guideline, or a systematic review protocol. Currently, the document collection is composed of 18,703 scientific abstracts retrieved from the PubMed database.

The distribution of documents in SHARE represents the same ratio of included and excluded abstracts that scientific researches encounter when performing literature screening for HIV systematic reviews. As the statistics about SHARE in Table I show, the class distribution is highly imbalanced with only \( \approx 7\% \) of documents being included.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Number</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of documents</td>
<td>18,703</td>
<td>100%</td>
</tr>
<tr>
<td>Included documents</td>
<td>17,402</td>
<td>93.05%</td>
</tr>
<tr>
<td>Excluded documents</td>
<td>1,301</td>
<td>6.95%</td>
</tr>
<tr>
<td>Unique words in abstracts</td>
<td>31,632</td>
<td>-</td>
</tr>
<tr>
<td>Unique words in titles</td>
<td>6,821</td>
<td>-</td>
</tr>
<tr>
<td>Unique MeSH terms in documents</td>
<td>17,971</td>
<td>-</td>
</tr>
</tbody>
</table>

In order to perform supervised learning, we split the document collection into two parts. The first part contains the documents used as the test set. The test set represents \( \approx 10\% \) of the entire collection, randomly selected to avoid any bias. It contains 1,588 documents (110 were labelled as included and 1,478 labelled as excluded). The class distribution in the test set is similar to the distribution in the entire document collection. The original distribution of the task is maintained in the test set because our goal is to design a model that will perform best when handling imbalanced data. After isolating the test set documents, five training sets were generated through a random undersampling approach, to progressively discard documents from the majority class. Table II shows the progressive undersampling approach used to generate all training sets, while Figure 1 illustrates the balance of included/excluded documents in each training set. To perform progressive undersampling in the training sets, we randomly removed documents from the majority class. Our goal was to reach a equal class distribution, and compare the performance of the classification models in order to identify which one is the most appropriate for this task. Several training sets were generated to perform experiments. The training set distribution first starts with the representation of the real imbalanced scenario, i.e. \( 90\% \) of excluded and \( 10\% \) of included documents. Then, gradually, several under-sampling factors are applied to
the dataset, until a balanced distribution is reached, i.e. 50% of excluded and 50% of included documents.

B. Feature Extraction and Selection

1) Extraction: To build several classification models and compare their performance, we extracted different types of features, from the baseline Bag-Of-Words (BOW) to MeSH terms [36], and a set of domain keywords identified by researchers working on HIV systematic reviews. The features were mainly extracted from the PubMed XML <AbstractText> and <ArticleTitle> text fields. Each document was represented as a feature vector that account for the number of occurrences of each feature in a given document. A large matrix of documents by features was created and used to feed the classification algorithms. The following feature types were extracted from SHARE:

Feature type #1: Bag-Of-Words of the abstract and document title, considering only words with an occurrence of at least 2, and a length of at least 3 characters;
Feature type #2: MeSH terms list, considering only terms with an occurrence of at least 2;
Feature type #3: Domain keywords relevant to HIV systematic reviews. The keywords list is available along with the source code (see Section “Reproducibility” at the end of this article).

2) Selection: Since the dataset contains over 18,000 documents, the feature extraction may generate a large and sparse features by documents matrix. In addition to requiring extra computational resources, such a matrix can also interfere with the classifier performance by introducing a bias and overfit the training data. To overcome this, we investigated the use of feature selection before feeding the data to the classification algorithms. We aimed to identify the most suitable feature subset for supporting HIV literature screening.

To perform feature selection using Odds Ratio as a metric, the odds ratio value was computed for each feature extracted from a training set, then a confidence interval for each odds ratio value was computed, using a confidence level of 95%. Two conditions were considered to perform filtering: features with 1) a confidence interval that includes the null hypothesis; or 2) an odds ratio value that is less than or equal to the null hypothesis were discarded, and the remaining features were used to build the models. To perform feature selection using IDF as a metric, we first computed the inverse document frequency of each feature in a given training set considering the occurrence in both included and excluded classes. Then, similarly to the odds ratio filtering, all features with an IDF value smaller than 1.0 were discarded (this value was experimentally set).

C. Classification Algorithms

In our experiments, we made use of three different classification algorithms: Naive Bayes (NB), Logistic Model Trees (LMT) and Support Vector Machine (SVM). NB was used as a baseline evaluation of our sampling and feature selection strategies. NB assumes a strong conditional independence of the features. This means that in a feature vector \( F \), the features \( f_1, ..., f_n \) are assumed to be conditionally independent given a class \( C \). By this assumption, Naive Bayes implies that the presence of one word (one feature) is not correlated with the presence or absence of another word, within a class.

LMT [37] was previously described by [38] as being able to efficiently handle tasks with imbalanced datasets. It consists of a combination of Decision Tree and LogitBoost algorithms, being a classification tree, with logistic regression models on its nodes. At each node of the decision tree, the LogitBoost algorithm is used to train a data subset for a certain number of iterations, and to define a logistic regression model for the current node. A Decision Tree criterion is then applied to split the current data subset. SVM [39] was also recommended by previous work (e.g. [40], [41]) when dealing with imbalanced data. SVM computes the margin maximum classifier [42], which is the largest radius around a classification boundary, and tries to separate data points on a dimensional space, to identify the different classes to which they belong.

D. Evaluation Metrics

The experimental results were evaluated in terms of precision (P), recall (R), \( F_1 \), and \( F_2 \). Precision accounts for the number of correct predictions between all correct and incorrect predictions made by the classifier for a specific class. Recall is calculated by the ratio of relevant predictions actually made by the classifier as compared to all existing relevant documents that should have been identified. The \( F_\beta \) score is the weighted harmonic mean between precision and recall, and is defined as:

\[
F_\beta = \frac{1 + \beta^2 \times \frac{Precision \times Recall}{\beta^2 \times Precision + Recall}}
\]

where \( \beta \) is the relative weight of recall over precision.

In our experiments, we used \( \beta = 1 \), leading to the \( F_1 \) score. In addition, since we focus on evaluating the model capability of identifying the entire universe of relevant documents, we emphasized recall by also using \( \beta = 2 \), leading to the \( F_2 \) score.

IV. EXPERIMENTS AND RESULTS

A. Experiments

In total, we generated 105 classification models. These were utilized to analyze the influence of undersampling (different class distributions); the discriminative capability of feature types; and the impact of the feature selection methods. These three aspects were analyzed with the three classification algorithms. The models were then created using various combinations of the settings described hereafter.

Training set balances:
- 10% included (IN) + 90% excluded (EX) (task distribution);
- 20% IN + 80% EX;
- 30% IN + 70% EX;
- 40% IN + 60% EX;
- 50% IN + 50% EX.

Feature configurations:
- #1 BOW;
- #2 BOW + MeSH terms;
- #3 Keywords.
Table III

<table>
<thead>
<tr>
<th>Feature Configuration</th>
<th>Balance</th>
<th>Classifier</th>
<th>( P )</th>
<th>( R )</th>
<th>( F_1 )</th>
<th>( F_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1: Bag-Of-Words</td>
<td>70% - 30%</td>
<td>SVM</td>
<td>0.540</td>
<td>0.645</td>
<td>0.671</td>
<td>0.706</td>
</tr>
<tr>
<td>#1: Bag-Of-Words</td>
<td>90% - 10%</td>
<td>SVM</td>
<td>0.532</td>
<td>0.649</td>
<td>0.663</td>
<td>0.679</td>
</tr>
<tr>
<td>#1: Bag-Of-Words</td>
<td>80% - 20%</td>
<td>LMT</td>
<td>0.535</td>
<td>0.695</td>
<td>0.657</td>
<td>0.710</td>
</tr>
<tr>
<td>#2: Bag-Of-Words + MeSH</td>
<td>70% - 30%</td>
<td>SVM</td>
<td>0.532</td>
<td>0.699</td>
<td>0.656</td>
<td>0.710</td>
</tr>
<tr>
<td>#2: Bag-Of-Words + MeSH</td>
<td>70% - 30%</td>
<td>SVM</td>
<td>0.532</td>
<td>0.695</td>
<td>0.657</td>
<td>0.710</td>
</tr>
<tr>
<td>#2: Bag-Of-Words + MeSH</td>
<td>80% - 20%</td>
<td>SVM</td>
<td>0.532</td>
<td>0.695</td>
<td>0.657</td>
<td>0.710</td>
</tr>
<tr>
<td>#2: Bag-Of-Words + MeSH</td>
<td>90% - 10%</td>
<td>SVM</td>
<td>0.532</td>
<td>0.695</td>
<td>0.657</td>
<td>0.710</td>
</tr>
</tbody>
</table>

Feature selection:
Odds Ratio; Inverse Document Frequency.

Classification algorithms:
Naïve Bayes; Logistic Model Tree; Support Vector Machine.

First, a set of experiments was executed to evaluate the undersampling technique, and therefore the use of various class balances in the training set across the different feature types for the three classifiers. Next, we ran new experiments using the same undersampled training sets and classifiers, but this time applying feature selection to the feature configurations that demonstrated the best performance.

B. Results

Figures 2 and 3 respectively show a summary of the \( F_1 \) and \( F_2 \) scores obtained in these experiments. Since the focus of our work is to analyze the capability of a model to identify included documents, we evaluated the model performance in terms of the results obtained only for the included class (the overall performance obtained in the excluded class remains generally over 90%). Table III shows the results of the models...
generated using undersampling, the three feature configurations and three classifiers. The best $F_1$ (first bold line in Table III) was obtained by a classification model composed of feature configuration #1 (Bag-Of-Words), the SVM classifier, and a training dataset containing 30% of included documents. However, we are more interested in the $F_2$ score because it emphasizes recall over precision, and indicates the capability of a model to identify the greatest number of included documents. The $F_2$ results demonstrate that the best model (second bold line in Table III) is composed of the feature configuration #2 (Bag-Of-Words + MeSH), the LMT classifier and a training set containing 40% of included documents. This model achieved 0.467 in precision, 0.9 in recall, 0.615 in $F_1$, and 0.759 in $F_2$ score. We call this model $HM1$. Models based on features #2, SVM and 90%-10% or 70%-30% balance show results equal (or very close) to zero because these models classified almost all documents as excluded.

As the models with the best $F_1$ and $F_2$ were associated to configurations #1 and #2, we applied feature selection to all models that used these configurations. Tables IV and V show the results of these models using IDF and Odds Ratio, respectively. Table VI shows the reduction in the feature space obtained, across the five different training sets. To summarize the effect of the feature selection methods, we show the feature space size for the largest training set (with 10% of included documents), the best models (40% of included documents), and the smallest training set (with 50% of included documents). In general, Odds Ratio reduced the feature space size of configuration #1 by $\approx 80\%$, while IDF reduced it by less than 1%. For configuration #2, the reduction by Odds Ratio was over 80%, while IDF reduced it by $\approx 18\%$.

As we can observe from the $F_2$ scores obtained with feature selection, Odds Ratio somewhat outperforms the results obtained with IDF filtering. In general, the performance of configuration #2 still outperforms those of configuration #1. The best model is composed of the feature configuration #2 (Bag-Of-Words + MeSH terms), the LMT classifier, a training set with 40% of included documents, and filtering by Odds Ratio. This model (in bold in Table V) achieved 0.445 in precision, 0.682 in recall, 0.591 in $F_1$, and 0.714 in $F_2$ score. We call this model $HM2$. Although $HM2$ did not outperform $HM1$ (in which no filtering was applied), $HM2$ has very similar results to $HM1$. The major difference between the two is that $HM1$ has a feature space size of 14,459; while the feature space size of $HM2$ is 2,411. By having a more concise feature space, $HM2$ requires less computational resources and time for the learning phase. Thus, $HM2$ can be a suitable choice when resources are limited.

The $F_1$ and $F_2$ results of feature selection methods applied to feature configuration #1 are presented in Figures 4 and 5, while the results obtained by feature selection applied to feature configuration #2 are presented in Figures 6 and 7. In both configurations we present a comparison between the models using no feature selection, the models in which IDF was applied, and the models in which Odds Ratio was applied.

V. DISCUSSION

The best models identified during our experiments, $HM1$ and $HM2$, both made use of the LMT classifier and the feature configuration composed of the Bag-Of-Words and MeSH terms, using a training set with 40% of included documents. We discuss here our observations on these three parameters.

A. Imbalanced data

As demonstrated by [6] on biomedical literature classification, results obtained with a more balanced training corpus outperform the models based on training corpora that have similar distributions to the original task of literature screening. Among all different class distributions, the balance that yielded better results contained 40% of included and 60% of excluded documents. This distribution allows the more balanced model to still maintain the underlying characteristic of the data, while removing extra noise that would be introduced by additional excluded documents. We observed that models with such
balance can better classify documents on the test set composed of the same class distribution as the original task (10%-90%).

### B. Feature configurations

As we can observe in Figures 2 and 3, the configuration containing only keywords is less discriminative compared to Bag-Of-Words and MeSH terms. We attribute this result to the size of the feature set. Feature configuration #1 has 9,913 to 22,060 features (both considering the most balanced, and the largest and most imbalanced training set, respectively) and feature configuration #2 has 12,688 to 28,506 features. On the other hand, configuration #3 (the keywords) contains a fixed set of 573 features, therefore ≈95% smaller than the smallest feature sets extracted by the other configurations. Configuration #2 generally demonstrated the best performance, and can be recommended as the most suitable feature set for this task. It is a combination of Bag-Of-Words and MeSH terms, resulting in a higher number of features, and therefore providing more information to build the decision boundary.

### C. Feature selection

The models using IDF and Odds Ratio as feature selection achieved comparable results. However, the reduction in the feature space size provided by Odds Ratio is significant, while maintaining similar performance to the models with no feature selection. By using this selection method, the features that are kept are the most discriminating of included documents. This approach contributes to generate a feature subset that is better tailored to recognize the most relevant documents, while removing attributes that are not discriminative for these documents.

### VI. Conclusion

We developed a supervised learning method to support the HIV literature screening. Similarly to other classification tasks using biomedical data, the SHARE dataset used in our work presented an imbalanced class distribution. Only a small proportion of the document collection represents the task target. Since this negatively affects the performance of classification algorithms, data undersampling and feature selection were analyzed. After experimenting with 105 classification models, we identified the two best models that seem to best support HIV literature screening. The first model, which we call HM1, is composed of a training set containing 40% of included and 60% of excluded documents, and uses a Bag-Of-Words and MeSH terms as features. HM1 reached a recall of 0.9 for the included class, which indicates that 90% of the included documents were correctly classified. After applying feature selection, the best performing model, which we call HM2 yielded a recall of 0.88 for the included class. HM2 has a similar composition as HM1, but the set of features was filtered using Odds Ratio. While HM2 achieved similar results to HM1, the set of features in HM2 is ≈83% smaller than in HM1, which makes it a better model when computational resources is a concern.

The use of an automatic approach to support literature screening can greatly benefit experts working in HIV systematic reviews. Our results indicate that, by utilizing classification models, the great majority of documents to be potentially included in reviews by researchers can be precisely labelled. With the support of our system, experts can expect a decrease in the amount of time and effort needed to collect HIV systematic reviews.

**Reproducibility.** Our prototype can be re-used to support different literature screening tasks beyond the one described here. The prototype was implemented in Java and is composed of several modules that allow the use of other datasets, other undersampling methods, other features and other feature selection methods. The software prototype is available under the MIT License at https://github.com/TsangLab.
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